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Motivation 1: Expressivity of linear nested sequents

Recent development: general methods for constructing analytic
calculi for non-classical logics in various frameworks. E.g.:

» Modal logics » Sequents

» Substructural logics

v

using Nested sequents

> Intermediate logics

v

Labelled sequents
> ...

v

Display calculi

By now these frameworks are (reasonably) well understood ...

low <— expressivity — high
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Motivation 1: Expressivity of linear nested sequents

Recent development: general methods for constructing analytic
calculi for non-classical logics in various frameworks. E.g.:

» Modal logics » Sequents

» Substructural logics using > Nested sequents
> Intermediate logics » Labelled sequents
> ...

» Display calculi
By now these frameworks are (reasonably) well understood ...

low <— expressivity — high

Sequents < 7 < Nested sequents < Le?belled sequgnts
Display calculi
low <— complexity — high

... But what about the stuff in between?
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Motivation 1: Expressivity of Linear nested sequents

Restricting nested sequents to a
single branch yields linear nested
sequents (LNS): o= An

LNS
I'1:>A1/‘...fl',,:>An

Sequent
r1:>A2\/

Nested sequent

(don’t confuse with hypersequents!)

Linear nested sequents capture a number of logics, e.g.:
normal modal logics K+ {D, T,4} [Masini:'92, L.:'15]
non-normal modal logics [L., Pimentel:"19]

v

linear temporal logics [Indrzejczak:'16; Baelde et al:'18]
intuitionistic logic [L.:'15]
Godel-Dummett logic [Kuznets, L.:'18]



Motivation 1: Expressivity of Linear nested sequents

Restricting nested sequents to a
single branch yields linear nested
sequents (LNS): o= An

LNS
I'1:>A1f...fl',,:>An

Sequent
F1:>A2\,

Nested sequent

(don’t confuse with hypersequents!)

Linear nested sequents capture a number of logics, e.g.:
» normal modal logics K+ {D, T,4} [Masini:'92, L.:'15]
» non-normal modal logics [L., Pimentel:'19]
» linear temporal logics [Indrzejczak:'16; Baelde et al:'18]
» intuitionistic logic [L.:'15]
» Godel-Dummett logic [Kuznets, L.:"'18]

But these logics either have a cut-free sequent system or have a
“linear” semantics.
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Motivation 1: Expressivity of Linear nested sequents

Question 1:
Are there “structurally interesting” examples of logics handled by
linear nested sequents?
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Motivation 2: A minimal system for converse/symmetry

Modal tense logic Kt adds the
converse modality B and its dual

I+
¢ to normal modal logic K. N P, $q
I Op, q

Symmetric modal logic KB
collapses the modalities of Kt.

Modal tense logic and symmetric modal logic are captured
(cut-free) in a number of frameworks, e.g.:

» nested sequents [Kashima:'94; Goré et al:'11; Briinnler:'09]
» display calculi [Wansing:'94]
» labelled sequents [Bonnette, Goré: 98]
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Motivation 2: A minimal system for converse/symmetry

Modal tense logic Kt adds the
converse modality B and its dual

4 to normal modal logic K. N I+ p, 4q
I-Op, q

Symmetric modal logic KB
collapses the modalities of Kt.

Modal tense logic and symmetric modal logic are captured
(cut-free) in a number of frameworks, e.g.:

» nested sequents [Kashima:'94; Goré et al:'11; Briinnler:'09]
» display calculi [Wansing:'94]
» labelled sequents [Bonnette, Goré: 98]

But these frameworks use rather heavy machinery in the form of
very expressive formalisms
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Motivation 2: A minimal system for converse/symmetry

Question 2:
What is the minimal structural extension of standard sequents
suitable for handling converse/symmetry?
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Putting it together...
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Putting it together...

Disclaimer: Here we mainly look at KB.
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Reminder: Modal logic KB

The formulae of modal logic are given by

pu=Var|~p|lpAp|eVe|p—|Op

The Hilbert-style presentation of normal modal logic KB is given
by the axioms and rules for classical propositional logic and

FA

(k) DA—=B)ADA—=DOB (b)) A»DO-0-A

nec

Semantically, KB is given by the formulae valid in Kripke frames
(W, R, V) with symmetric accessibility relation R.

Validity is defined via the standard clauses for truth at a world:
» (W,R, V), wlFOAiff Vv e W (wRv = (W,R, V), v I A).

» local clauses for the propositional connectives
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Linear Nested Sequents for KB

A linear nested sequent (LNS) is a finite list of sequents, written
I'1:>A1/‘.../‘I‘,,:>A,,
and interpreted as Al'y — VA vVO(...O(Al, = VA,)...).

The system LNSkg is given by

AN ET YA AN =Y
G /T, A=A A— BB
G/ T=AAB
g /"T,A—B,B=A gfl’,A%B:A,A_)L
G T.A-B=A

g/‘r:>A,DAfe:>AD G /T OA=A MY A=
G/ T=A0A R G T, OA=A /L =T
NA= A
g G/ TA= -

G/ Tr=A G/ TIT=A /Y, [A=1N ¢

il
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Cut elimination: the trick

We want completeness via syntactic cut elimination
... but we cannot reduce the following cut:

F:>AfE:>'T‘fe:>AD Y, A= 0 o2
Fr=A "== T,[A R Ys=nN "QU0A=06 L
C

[S=AN/=0=T,0 ut

Solution: Add a “superfluous premiss” to the [J right rule!

G/T=A/"Y=TLLUA "e=A

G T=AA Y =,0A

1
G/ IT=A"Y=1T0A Uk

N=ALUA "e= A _,
M= ALA R

Now cut elimination is “easy” and converting derivations to the
original system is trivial.
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The (not so small) hiccup: Admissibility of Necessitation

Necessitation should be easy:
IfFe= A thenke=¢e "e= A right?
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The (not so small) hiccup: Admissibility of Necessitation

Necessitation should be easy: p=p (id) -
If-e= A thenke=¢€ "e= A, right? e=p  p=>e L
Unfortunately not. . . e=>p/e=Up 2
R
€= p,-0Lp

X v

e:>'ﬂDp 6:>€/‘p,D—|.Dp/‘6é—\Dp
e=>e Ne= p -Lp

Ok
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The (not so small) hiccup: Admissibility of Necessitation

Necessitation should be easy: p=p (id) -
lfFe= A thenkFe=¢€ "e= A right? e=>p  Op=e L

Unfortunately not, but at least: e=p e=-Lp
lf-e= A thenke= A 7e= Al e = p,L=Lp

Ok

e=0(pVvO-Op) /p= p,0-0p (Id)l
Op=0O(pvO-Op) /€ = p,0-0p Eé
Op = O(p v O-0Cp) R
e = 0O(pVvO-Op), -Cp R
e=U0(pvO-0p) "e= p,0-0p

Ok

Main idea: “Reconstruct the old root of the LNS when needed”
(Warning: Proving termination is non-trivial.)



An alternative: Completeness via countermodels

Consider root-first proof search, applying the rules in the order
» Termination rules: (id) and 1,
» Propositional rules: (—g) and (—) (with local loop check)
» Propagation rule: (J} (with local loop check)

v

Restart rule: 0?2 (with local loop check)

v

Box rules: O} and (0% (backtrack over all the choices).
Note: This terminates.

Due to the restart rule, this revisits components multiple times.

Hence to construct a model from failed proof search we need to
prune the search space. ..
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Pruning the search space
Main idea: Start with root-first proof search ...

p,q = 0-0Op,0-0qg A~ g = g _
p,q = O0-0p,0-0qg e = —-[q
p,q = 0-0Op,0-0Oq A~ Up = -Lp _
p,q=0-0p,0-0q S e= —-Op

p.q = O-Op,0-Oq
p=... e=-0p p=0-Op,0-0Oqg "e= —[lg

2
DLv_'R

p = O-0p,0-g "
e = O=-0p,0-0Og Me= —p LR

e=... e= g

€ :>‘>DﬁDp, D%Dq
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Pruning the search space

Main idea: Start with root-first proof search ...
Delete components introduced by the restart rule D%

p,q = 0-0Op,0-0qg A~ g = g _
p,q = O0-0p,0-0qg e = —-[q
p,q = 0-0Op,0-0Oq A~ Up = -Lp _
p,q=0-0p,0-0q S e= —-Op

p,q = 0-Op,0-Og o
p= ... e=-lp p=0-0p,0-0qg "¢c= —[lg LR

p = O-Op, 0-0q -
e=0-0Op,0-0q “c— [p L F

e=... fe=-lg

€ :>nljﬂDp, D%th
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Pruning the search space
Main idea: Start with root-first proof search ...
Delete components introduced by the restart rule D% e
Read off the model from topmost saturated components.

p,q = O-0Op,0-0q 7 Ug = -Ug _

p.q= 0O-Op,0-Og ~¢% -Og

p,q = U-Up,0-Uqg ~ Up = ﬁDp
p,q = U-Up, DﬁDq/‘eé Dp

P q‘=> L-0p, =g o

e = -0p, D—\Dq Se= ﬁDp

02, —r

. Ste=-lq

€= DﬁDp DﬁDq
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Summary

We obtained
» Linear nested sequent calculi for Kt and KB
» syntactic cut elimination by modifying the box right rules
» countermodel construction from failed proof search

» a good starting point for extensions with further axioms.
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Summary

We obtained
» Linear nested sequent calculi for Kt and KB
» syntactic cut elimination by modifying the box right rules
» countermodel construction from failed proof search

» a good starting point for extensions with further axioms.

Question 1: Are there “structurally interesting” examples of logics
handled by linear nested sequents?
Answer 1: Yes! Modal tense logic Kt and modal logic KB.

Question 2: What is the minimal structural extension of standard

sequents suitable for handling converse/symmetry?
Answer 2: Not more than linear nested sequents!
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Summary

We obtained
» Linear nested sequent calculi for Kt and KB
» syntactic cut elimination by modifying the box right rules
» countermodel construction from failed proof search

» a good starting point for extensions with further axioms.

Question 1: Are there “structurally interesting” examples of logics
handled by linear nested sequents?
Answer 1: Yes! Modal tense logic Kt and modal logic KB.

Question 2: What is the minimal structural extension of standard
sequents suitable for handling converse/symmetry?
Answer 2: Not more than linear nested sequents!

Question 3: Ask away!
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Modal tense logic

Linear nested sequents for Kt also use the structural connective
for the converse modality l.

The formula interpretation ¢ is given by:

(F=A) = Al - VA
(r=A_,G) Al = VAV (G)
(r=A,G) = Al - VAVEG)
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Modal tense logic

The system LNSk; contains the following modal rules:

GIT=AA/T=>N0A GIT=>A/T=N0A e= A
Gir=A /x="0N,0A

GIT=AA/ Y= HA GIT=A /ST, WA c= A

GIr=A /"y =1T1,0A
G/T=ADA e=A L, GUT=ABA c=A
G T =AA R G,/ T=ANA R

GITDA=A /T A=N | GITMASA/TA=N
GINOA=A /=N L girma=A,/yx=n *
GIT, A=A , GIT,A= A i
GIT=>A/ />, 0A=N L GIT=A /s, MA=n L
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